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Growth in AI Safety Spending

<table>
<thead>
<tr>
<th>Year</th>
<th>Technical</th>
<th>Strategy</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014</td>
<td>0.95</td>
<td>0.80</td>
<td>0.00</td>
</tr>
<tr>
<td>2015</td>
<td>2.35</td>
<td>0.93</td>
<td>0.00</td>
</tr>
<tr>
<td>2016</td>
<td>4.66</td>
<td>1.50</td>
<td>0.40</td>
</tr>
<tr>
<td>2017</td>
<td>5.66</td>
<td>2.14</td>
<td>1.29</td>
</tr>
</tbody>
</table>

Millions of dollars
Who is doing technical AI safety research?

- Google DeepMind
- OpenAI
- CHAI at UC Berkeley
- MILA
- Percy Liang at Stanford
- MIRI
- FHI (Oxford)
- ...

...
Useful resources

- 80K career review: AI safety
- 80K AI strategy guide
- Open Phil’s AI Fellows Program
- Paul Christiano’s blog
- Arxiv Sanity Preserver
- FB group: AI safety discussion
- 80K AI safety syllabus
- CHAI bibliography
- Allan Dafoe, Reading Guide for the Global Politics of Artificial Intelligence
Thank you.

max.daniel@ea-foundation.org